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ABSTRACT 

Navigating in university building is at first complicated and 

confusing for every student. For visually and physically 

impaired student this is a daily challenge. In this paper we 

will present the system eyeWalkie, an indoor navigating 

system specifically designed for this specific group of us-

ers. eyeWalkie will not only provide directions, but also 

avoid obstacles which might not seem like obstacles to 

other users; e.g. large open spaces, stairs and crowds. 
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1  INTRODUCTION 
“In the near future our homes will have a distributed net-

work of intelligent devices that provides us with infor-

mation, communication, and entertainment.” (Philips) 

For this project we have looked into the domain of Ambient 

Intelligence and Mobile systems. There are several sorts of 

ambient intelligence which are already at work in different 

environments. These environments differ from educational 

to healthcare facilities and many more. 

There are several research papers to be found with exam-

ples of Ambient Intelligence (AmI) in different situation. 

For example (Ntoa, Antona, Margetis, & Stephanides, 

2013) show an AmI system which monitors a students 

learning abilities and progress during several years. Anoth-

er example is an AmI system which is discussed by 

(Kartakis, Sakkalis, Tourlakis, Zacharioudakis, & 

Stephanidis, 2012), where a hospital room is transformed 

into an ambient intelligent room. Techniques are used to 

allow the patient to control the environment and interact 

with present facilities, while vital signs are monitored by a 

clinically oriented interface. 

We will focus primarily on systems aiding people with 

disabilities, namely visually or otherwise physically im-

paired. With technological possibilities developing as they 

are, designers become more and more able to design sys-

tems that can aid people with visual impairments or other 

disabilities. In this paper we will propose a system for in-

door navigation, using a handheld, or mobile, device. This 

system, called eyeWalkie, is able to help users navigate 

indoors without running into obstacles, and finding the 

shortest and/or easiest and safest route to different re-

sources, e.g. offices, classrooms, elevators, etc.  

The basis for our design will mainly be the work of 

(Burigat & Chittaro, 2012), in which they describe the 

navigational needs of disabled students in a university set-

ting. We found their work a good basis for a design of our 

own for a very specific target group. We chose this group 

because we ourselves have come across some difficulties 

navigating on a new campus. We assume that having a 

physical disability, like blindness or motoric difficulties,  

would cause more difficulties in navigating on already 

complicated grounds. 

Another paper which has greatly influenced our design 

decisions, is from (Fallah, Apostolopoulos, Bekris, & 

Folmer, 2012). In their paper the authors discuss the most 

commonly used techniques and methods for navigation 

systems, stating both negative and positive points for each 

technique or method discussed. 

 

In the first part of this paper we will discuss the topics we 

chose as our main interest, i.e. Ambient Intelligence and 

Mobile, as well as Indoor Navigation. These first two top-

ics were chosen from a list of ten topics, the latter is our 

proposed system’s main focus. A literary review will be 

part of this, and will at the same time review the state of the 

art. Next a description of our interaction and system design 

for eyeWalkie will follow. In the final part we will evaluate 

our proposed system. 

2  RELATED WORK 

2.1 Ambient intelligence 
As mentioned in the introduction, Kartakis et al. propose a 

system which allows patient to interact with their environ-

ment, in their hospital room, while a different interface in 

the same system allows hospital staff to monitor vital signs 

of the patient. Their system has an interface for the patient, 

as shown in Figure 1. 
 

Several functionalities are present, for example the sched-

ule for this patient, a button to call the nurse, and some 

environmental controls. This is a good example of ambient 

intelligence when looking at the following definition. 

 

“The objective of AmI is to broaden the interaction be-

tween human beings and digital information technology 

through the usage of ubiquitous computing devices.” 

(Alcañiz & Rey, 2005) give the above definition in their 



paper, along with an explanation of the main focus in de-

veloping AmI systems. According to the authors, one 

should focus on user-friendly and low-cost solutions with a 

high level of network security. This will help make sure it 

is profitable for companies to develop such a system, look-

ing at Human-Computer Interaction will help make sure a 

system is used by the intended user group, and network 

security will help create a more stable system, which adds 

to both points.  

One of the main requirements for AmI systems is being 

unobtrusive, personalized, adaptive and anticipatory. 

(Emiliani & Stephanidis, 2005) explain how these require-

ments should be implemented. Being unobtrusive means a 

system has to be imbedded in the environment, and not 

intruding on a user’s consciousness until needed. A system 

should be personalized, i.e. tailored to the user’s needs. It 

should be able to adapt in response to a user’s actions, and 

finally able to anticipate a user’s desires and environments 

with as little interference as possible.  

Emiliani et al. discuss how AmI systems appear to have a 

wide range of benefits, but also several challenges that will 

have to be overcome to create a successful and usable sys-

tem. They focus on the distribution of interaction over 

devices and modalities, the balance between automation 

and adaptation and direct control, the identification of con-

textual dependencies among services, health and safety 

issues, privacy and security, and social interaction in ambi-

ent intelligence environments.  

 

Burigat et al.’s research is based on interviews with our 

intended target group, and is done after they discovered 

there were a lot of research and system designs for this 

group, but no literature on their specific needs. Their sam-

ple consisted of 7 students with different degrees of motor 

disability, 3 with visual disability, 1 with dyslexia, and 2 

with multiple disabilities (motor and visual), totalling at a 

sample of 13 students.  

The most important conclusion from their research state the 

relevance of navigational barriers. A system should be able 

to navigate around these barriers. Barriers can be stairs, but 

also empty spaces. They also stress the point of a system 

being mobile, for it to work and fit needs better. Being 

mobile gives the system a more adaptable character. It 

allows users to change direction and destination, when for 

example encountering a change in the school schedule. 

The need for guidance towards resources is another point at 

which developers should look. It is often difficult for disa-

bled people to find resources such as tables, sockets, etc. 

available to them; a system should be able to provide direc-

tions. 

2.2 Mobile systems 
A constraint for a navigational system for (visually) im-

paired people is the use of mobile devices. Even though 

most people nowadays have a mobile phone, not everyone 

has a smart phone. And also, a touch screen phone might 

not be usable for some people in the target group. Accord-

ing to Burigat et al., the need to get feedback through the 

pushbuttons of the phone is necessary for them to work the 

phone properly. However, as Tommy Edison, also known 

as the Blind Film Critic, shows in a video on YouTube 

(Edison, 2012), it is possible for blind people to use touch 

screen, when using the voice-over software already availa-

ble in most smartphones. The video shows an iPhone, but 

other phones have the same option from the Accessibility 

menu which can be found in the Settings menu in most 

mobile phones. 

(Bouwer, Visser, Nack, & Terwijn, 2013) performed four 

studies in the domain of navigation aids in complex indoor 

environments. This research was done in the context of the 

SmartINSIDE project (Visser, 2010-2012). The SmartIN-

SIDE project aimed at developing a complete integrated 

solution for indoor navigation services within large sites. 

According to Visser “indoor navigation will be cheaper, 

more efficient, and accessible to any user with a standard 

mobile phone.” Bouwer et al. imply in their research that 

people at a fair are likely to travel in groups of 2 to 5 peo-

ple. Of course, when new to University, one probably does 

not know who will be in their class and who is looking for 

the same room, but it is feasible that in this environment 

one would seek people to travel with.  

2.3 Indoor navigation  
(Guerrero, Vasquez, & Ochoa, 2012) present a prototype of 

an indoor navigation system for visually impaired people. 

They have focused mainly on usability of the application, 

as well as the suitability for deployment of the system in 

other settings. In order to be able to avoid obstacles like 

chairs, tables, stairs, cabinets, etc, they propose to use an 

infrared sensor which is positioned on the user’s cane. The 

cane also supports the navigation system, as is it built on 

the cane. While an interesting development, since their 

system is focused on visually impaired people, as opposed 

to our system, which is also focused on otherwise physical-

ly impaired people, we will not use the same methods with 

add-ons for the used mobile devices.   

A system which provides for the same target group we 

focus on is Drishti (Helal, Moore, & Ramachandran, 2004). 

The goal of Drishti is to provide the blind user with an 

Figure 1. Patient UI (Figure 2 from Kartakis et al.) 



“augmented pedestrian experience”. This augmented expe-

rience includes enough inputs to provide a comfortable 

walk from one location to another. Although the proposed 

system has several good features, which include avoiding 

obstacles and a smooth adjustment between outdoors and 

indoors navigation, there is one big issue with this system. 

The prototype weighs approximately 8 lbs. As mentioned 

before, we do not want any add-ons, for this can hinder the 

user. 

(Stein, Gottshall, Donofrio, & Kling, 2011) introduce us to 

iDocent; an indoor navigational smartphone application for 

the blind which uses already existing Wi-Fi access points to 

locate an individual through triangulation and route the user 

to a desired location. This design is later further developed 

by (Guotana, Kim, Partlo, & Thiagarajasubramanian, 

2011). This application can not only help a user navigate 

through a university building  on request; it also detects the 

smartphone of the user and starts automatically. 

 

Several techniques with which to develop an indoor naviga-

tional system are reviewed and proposed in literature. For 

example (Evennou & Marx, 2006) discuss how inertial 

navigation systems can be combined with Wi-Fi triangula-

tion. The Wi-Fi signal will aid in achieving higher accuracy 

in localization through dead-reckoning using inertial navi-

gation systems. 

Fallah et al. summarize different approaches for localiza-

tion, dividing these approaches in four distinct groups;  

1. Dead-reckoning  

This technique estimates the users location based 

on a previously estimated or known position. 

Movement of the user is measured using odometry 

readings from sensors such as accelerometers and 

gyroscopes. 

Dead-reckoning has a problem with accuracy be-

cause of the estimates. If an estimation result is in-

correct, this leads to an accumulation of errors in 

localization. 

Some of the problems with accuracy can be over-

come by combining this technique with other lo-

calization techniques.  

2. Direct-sensing 

This technique localizes the user through the sens-

ing of tags or identifiers which are installed in the 

environment. There are two approaches to this: (1) 

the tag itself stores the location and environment 

information; or (2) this information is stored in a 

separate database and retrieved using the tags’ 

identifier, which is unique. 

There are different tags available: Radio Frequen-

cy Identifier Description (RFID), Infrared (IR), 

Ultrasound identifiers (USID), Bluetooth beacons 

and Barcodes. 

The main drawback is that the user has to carry the 

sensor with them. It has to be placed on them or 

their equipment. 

3. Triangulation 

This technique localizes the user by triangulating 

the tags installed in known locations, using at least 

three known positions. Lateration uses the dis-

tance between a user and at least three known 

points, while angulation uses angular measure-

ments from these three points to localize the user. 

For outdoor navigation, this technique is used 

(GPS). In situations where GPS is not available, as 

it is not indoors, there are alternatives. For exam-

ple Cell-tower positioning, which uses the known 

locations of cell towers, using the provided signal 

strength; or wireless local area network (WLAN), 

which uses triangulation using the location of 

wireless base stations using the provided signal 

strength. 

Both non-GPS techniques have a lower precision 

than GPS, which is a large drawback.  

4. Pattern-recognition  

This technique uses data from one or more sensors 

carried by the user, to localize the user. It com-

pares the data from these sensors with prior col-

lected data, which has been coupled with an envi-

ronment map. 

There are several different sensing techniques: 

Computer vision based, which requires the user to 

carry a camera, either embedded in a hand-held 

device or not. This camera captures images of the 

environment, which it matches against prior col-

lected images of know locations, and then can de-

termine the user’s position and orientation. This 

method can be impeding on mobility, because of 

the need to carry supporting computing equip-

ment, which is often required. 

Signal distribution or fingerprinting, compares the 

unique signal data from a source sensed at a par-

ticular location with a map of prerecorded data. It 

basically does the same as computer vision, but 

with a different method. A so called training phase 

is needed, where the received signal strength is 

acquired and stored to create a map. While navi-

gating, the received signal strength is measured 

and compared with this data to find the closest 

match. One could use the signal strength of 

WLAN access points, which would need a rela-

tively small number of base stations to localize the 

user.  

Besides the different techniques for localization, Fallah et 

al. also describe ways for path planning, representation of 

the system and interaction issues, which are useful for our 

own project. 

An example of direct sensing as a localization technique is 

explained by (Ozdenizci, Ok, Coskun, & Aydin, 2011). 



They use Near Field Communication (NFC). According to 

them, their system, called NFC Inertial, increases the usa-

bility of indoor navigation systems. By using NFC tags and 

an NFC enabled mobile phone, one can navigate easily 

indoors. NFC tags are also used in McDonald’s restaurants, 

but in a different way. There they are used to be able to 

play using the tabletops as a racing venue (McDonald's - 

Happy Table / Table game - case study (2013), 2013). 

(Liu, Chen, Pei, Guinness, & Kuusniemi, 2012) present a 

system, HIPE, which is a smartphone indoor positioning 

engine. HIPE uses measurements from smart phone sensors 

combined with wireless signals to determine the user’s 

position. The authors claim HIPE can be used in other 

systems to localize a user.  

A way to create more accurate localization is shown by 

(Feng, et al., 2012). In their system, designed for visually 

impaired people, they use a pre-built map in fingerprinting 

methods to localize a Wi-Fi device. Their testing results 

show that the proposed tracking system leads to significant 

improvement over other positioning and tracking systems. 

Experimental results suggest that the proposed system can 

be used to guide visually impaired subjects to their desired 

destinations. 

(Navarro, Peuker, & Quan, 2010) show how localization 

through fingerprinting is done for a quite different purpose. 

Their research goal is to proof a concept for a playground 

child tracking system. With the developments of WLAN, 

positioning techniques based on Wi-Fi are becoming avail-

able. As the two main options for Wi-Fi localization, they 

name triangulation and fingerprinting. For their purpose, 

triangulation showed the least promise, whereas finger-

printing had promising results. 

People are increasing demands for wireless location ser-

vices. (Feng & Liu, 2012) also discuss two positioning 

techniques based on WLAN: triangulation and fingerprint-

ing. They claim using Wi-Fi allows the implementation of 

WLAN without wires. This reduces costs significantly. Wi-

Fi signal strength is not so much interfered by environmen-

tal issues. It can be used in complex environments. 

According to Feng & Liu, mobile geographic information 

systems (Mobile GIS) has become over the past few years 

one of the mainstream research directions with regards to 

indoor navigational systems. This is why they evaluate both 

fingerprinting and triangulation with Mobile GIS and 

speech recognition. Their results show that accuracy of 

positioning using Wi-Fi signal is higher than using GPS. 

Wi-Fi can also be used in many environments, not only 

outdoor, but indoor as well. They conclude that fingerprint-

ing as a localization technique is more accurate than trian-

gulation. Therefore, fingerprinting can be used in complex 

(indoor) environments. We will implement this technique 

in our system. 

3  INTERACTION DESIGN 

As mentioned in the introduction, we have focused mainly 

on the research of Burigat et al. to find the requirements of 

our system. A mobile system which leads a user not only to 

certain rooms, but also to available resources, should pref-

erably be available for different types of smart phones.  

3.1 Meet Mike and Susan 
In this section two scenarios will be presented that demon-

strate the potential use of the aimed for system. 

In the following paragraphs, you will meet Mike and Su-

san, who will be present throughout different parts of our 

design.  

Scenario 1- Mike 

Mike is a 23 year old student of the University of Amster-

dam. He is starting University this year, and has yet to learn 

his way around campus. Besides being new to the campus, 

he has the problem that he is blind.  

To help him navigating campus, he has found the app eye-

Walkie, which uses voice guidance to navigate to the cor-

rect room. He can tell the app where he wants to go, and 

the app shows him a route to his destination. By asking for 

more description, he can select a different route, or accept 

this route, if he wishes. When coming across an obstacle, 

he can tell the app to present a different route. The story-

board1 in Figure 2 shows how Mike uses the application. 

 

                                                                 

1 A larger image of Figure 2 can be found in Appendix A – 1. 

Storyboard 

Figure 2. Storyboard  



Scenario 2 - Susan 

Susan is 20 year old student, and like Mike, new to the 

University. She is not able to walk, and therefore uses a 

wheelchair to get around. She uses eyeWalkie which shows 

her the easiest route to the desired classroom. This route 

will direct her to the nearest elevator, if applicable. The app 

uses voice and images to give directions. When encounter-

ing an elevator out of order, she can tell the app to show her 

another route.   

3.2 Use Cases 
The following Use Case Diagram (Figure 3. Use Case Dia-

gram) shows the functionalities available to the user.   

The user of the system has several functionalities he or she 

can use. Before actually using the system, it is important to 

set the preferences for use. Of course it is possible to alter 

preferences at a later stage. There are different options 

available, depending on being visually or otherwise im-

paired. For example, for visually impaired people, the di-

rections have a smaller interval, i.e. the directions will be 

repeated more often. However, for someone in a wheel-

chair, this might not be necessary; they could use the map 

images as additional feedback. 

 

Figure 3. Use Case Diagram  

The user is able to search a route to his or her destination 

by using voice commands. Simply telling the system to 

“please show me the route to room G3.03”, will make the 

system search for the requested location, and deliver the 

best available route. 

After searching the best available route, the user will re-

ceive the best route, based on the set preferences. This 

route will be the shortest path to the destination, consider-

ing eventual necessary objects like elevator and obstacles 

such as stairs. After this, the user will be able to choose this 

route, or choose an alternative route. This could be, for 

example, the user deciding he or she wants to use the stairs 

instead of the elevator. After choosing, the user will receive 

directions to the desired location. 

 

Figure 4. Concrete Use Cases  

In the occasion of an obstacle blocking the route, for exam-

ple an out-of-order elevator, the user is able to alter the 

route by using a voice command.  

After reaching his or her destination, the user will be able 

to save the used route. When using the system again, the 

user can access this saved route. 



(Figure 4. Concrete Use Cases) shows the system’s re-

sponses to the user’s action.  

As shown in Figure 4, the system’s first action is to localize 

the user. Based on the literature study, we decided the best 

method to do this is to use fingerprinting through Wi-Fi 

hotspots already available in the building. After localizing 

the user, the system greets the user with a voice greeting, 

and gives a description of the present location. This greet-

ing is done through speech. Next the system asks the user 

for the desired destination.  

After receiving this information, the system searches it’s 

maps for the available route(s). Also a check is done for the 

users set preferences. The best route is selected based on 

these preferences. System relates this route to the user by 

giving a description of the desired location and available 

route.  

Here the user has a choice, he or she can either accept this 

route and start navigating; ask for a more detailed descrip-

tion of the route; or ask for another route. For this concrete 

use case I have chosen to describe the decision of starting 

navigation with the given route. After choosing to start 

navigation, the system starts navigating. This involves 

giving directions to user about where to go, when to take a 

turn, etc.  

When reaching the users destination, the systems ends 

navigating. The system then tells the user that destination 

has been reached, and asks if the destination should be 

saved. Also the system asks if a new route should be 

searched for. If a new route is needed, the system searches 

for a new route. If the user states no new route is needed, 

the system says goodbye. 

3.3 Content diagram 
In order to show the workflow of the interaction with sys-

tem, we have added the following content diagram (Figure 

5. Content Diagram)2. As seen in this diagram, the system 

starts after a prompt of the user. This prompt is the launch-

ing of the app. 

There are several points in the interaction where the system 

needs input from the user. The system will always ask for 

this input, in preferences it will be able to set whether this 

should be via text or speech. For a blind person like Mike 

from scenario 1, it is vital the system uses speech, for he 

cannot see directions given in text or images. However, for 

Susan from scenario 2, speech is not necessarily needed. It 

might be convenient in some situations, for example if her 

hands were busy navigating the wheelchair, but it is not 

vital. 

 

                                                                 

2 A larger image of Figure 5 can be found in Appendix A – 2. 

Content Diagram 

 

Figure 5. Workflow diagram 

Also a few decision points are part of using of the system. 

Here also, speech is involved. Each decision prompts a 

different action from the system. One decision might lead 

the system to an earlier step, prolonging the time it takes to 

effectively use the system. This could be a negative point in 

terms of user experience. However, we feel these decision 

points are needed to make the overall user experience bet-

ter, in effect they help the user to better reach their goal. 

The feeling of having influence on the system could also 

help better the user experience.  



To provide positive feedback, the system tells the user 

when reaching the desired destination. The user ends the 

system with a prompt. 

3.4 Lo-Fi Prototype 
In order to show the user’s interaction with the system, we 

have also created images of the screens the user will en-

counter while using the application. These are shown in 

Figure 6 and 7. Figure 6 shows the interaction for a visually 

impaired user whereas Figure 7 shows the interaction for a 

physically impaired, but seeing user3. 

The first screen (Figure 6 and 7. Screen 1) shows the menu 

screen of the mobile phone. When clicking the navigation 

app for the first time, the user will be directed to the wel-

coming screen (Figure 6 and 7. Screen 2). In this screen, 

the user is prompted to define his or her preference for 

voice guidance by speaking into the microphone of the 

phone. After doing this, the preferences screen opens (Fig-

ure 6 and 7. Screen 3). This screen is always available 

during use, but for first time use it is necessary for the user 

to provide these settings. The system uses these preferences 

to find the “best route” for the user. 

 

 

Figure 6. Interfaces for visually impaired user 

 The following preferences are present for the user: 

 Visual interface (on/off) 

 Use voice as input method (on/off) 

 Avoid stairs mode (on/off) 

 Avoid crowded corridors mode (on/off) 

 Voice guidance in application (on/off) 

 Voice guidance during navigation (on/off) 

 Vibration (on/off) 

If voice guidance in application is turned on, the user will 

get asked each preference. With his answers to these pref-

erence questions, the preferences are set. After setting one 

preference, the next question is asked. After the preferences 

are set and saved (by clicking the “Done” button or saying 

“Save Preferences”, depending on whether or not the user 

opted for voice guidance in application) the user is shown 

to the next screen (Figure 6 and 7. Screen 4). Preferences 

have to be set only on first-time use, in each additional use 

the visually impaired students will immediately go from 

                                                                 

3 The final sequences of the screens for each interface, i.e. for 

visually impaired or for physically impaired user, are also visual-

ized in Appendix A – 3. Interfaces. 

 

Figure 6. Screen 2 to Figure 6. Screen 4. Each physically 

impaired user will immediately go from Figure 7. Screen 2 

to Figure 7. Screen 4, unless he or she has set the prefer-

ences to turn visual interface off. 

For visually impaired users, the only screen available from 

this point is the right-most screen in Figure 6 (Figure 6. 

Screen 4). For the physically impaired but seeing user, 

further screens are available. For both users the functionali-

ties are equal, the difference is in the operating mode. 

While visually impaired users receive voice guidance to 

guide them through the application, the seeing user will see 

the options available. For easier description the screens for 

the seeing user are explained in more detail. 

If the option for voice guidance in the application is turned 

off, the user will only see Figure 7. Screen 4. If the user 

chose voice guidance on, the user will hear the system say: 

“Welcome! You are at …” (Figure 6 and 7. Screen 4). The 

available options here are Choose Destination and Saved 

Destinations, which will open a screen with all saved desti-

nations. Also, the preferences screen is available from here 

(Figure 7. Screen 5). When choosing Saved Destinations, 

the user will go to the next screen (Figure 7. Screen 6). 

Here an overview of the previously saved destinations is 

shown for easy access and navigating to these locations. 

When choosing Choose Destination, the user will go to the 

next screen (Figure 7. Screen 7).  

This screen shows where the user can enter his or her desti-

nation when voice guidance in application is turned off. 

This could be applicable for physically impaired people, 

not visually impaired. The user provides the system with 

the building he or she wants to go to, the floor, and finally 

the room number. This information can usually be derived 

from the notation of the room in the class schedule. For 

example, Room G3.02 is in building G, floor 3 and room 

02.  

Since this notation may be difficult to understand on first 

use, it is advised to use the app with voice guidance in 

application turned on. The speech recognition software in 

the system will automatically derive this information from 

the spoken “room G302”.  

After selecting the right destination, the user has to either 

click OK or Cancel. Clicking OK will lead to the next 

screen (Figure 7. Screen 8); while clicking Cancel clears all 

fields and returns the user to screen 4. 

With voice guidance on, screen 4 (Figure 7. Screen 4) waits 

for the user to speak the destination as described above. 

After not recording any spoken language for a period of 3 

seconds, the system will assume the destination is named, 

and will move on to screen 8 (Figure 7. Screen 8). If no 

input at all is collected, or the input cannot be understood, 

the system will repeat the question. In screen 8, the user 

will hear the system say: “Your destination is …” (descrip-

tion of destination) and “What do you want to do?”.  

 

 



Screen 8 (Figure 7. Screen 8) gives the user three options: 

1. More detailed information 

2. Change route 

3. Start navigation 

Option 1 leads to a screen with more detailed information 

about the route and destination (Figure 7. Screen 9). Option 

2 leads back to screen 8, but with an alternative route to the 

destination available. Option 3 leads to screen 10 (Figure 7. 

Screen 10 and Figure 6. Screen 4). From this point, the 

actual navigation starts. The user will receive directions via 

audio or visual output, or a combination of both, depending 

on the set preferences.  

After reaching the destination, the final screen is shown 

(Figure 7. Screen 11), which gives the user the option of 

saving the destination, choosing a new destination or exit-

ing the application. When choosing ‘Save’, the destination 

will be saved in the list of Saved destination and is availa-

ble later on from the Saves destinations (Figure 7. Screen 

6). When choosing ‘New’, the user is guided back to the 

screen where a destination is chosen (Figure 7. Screen 4). 

When choosing ‘Exit’, the application will end and the user 

returns to his or her mobile phone menu (Figure 6 and 7. 

Screen 1). 

4  SYSTEM DESCRIPTION 
The system design we propose for eyeWalkie uses systems 

from different sources. It will need a speech recognition 

system to make voice commands and audio feedback pos-

sible. Maps will have to be available in the software. Also, 

our system needs to employ an algorithm to calculate the 

best route for our intended user, based on the information 

in the provided maps. In calculating this best route, certain 

specific needs need to be taken into account, for example 

the avoidance of large open space, the avoidance of crowd-

ed areas and the need for an elevator. A text-to-speech 

system is needed to provide the user with the actual (spo-

ken) directions. To be able to support all used systems, and 

save user information, a server will be needed for system 

information storage (i.e. maps, additional information about 

points on the map, speech recognition, text-to-speech), 

while in the app there will have to be storage available for 

locally saved data (i.e. users preferences, saved destina-

tions). 

In Figure 8 the different processes necessary in the system 

are shown. Each process needs a different system to work. 

The image is derived from an image created by Ozdenizci 

et al. Their image showed in very clear way what the dif-

ferent stages of the system where, and could therefore be 

easily adapted. The following paragraphs will describe the 

used systems in each process in more detail. 

The first step in the system is the localization of the user. In 

order to track the user and his or her progress in getting to 

the destination, localization is done using fingerprinting as 

shown by Navarro et al (2010). We propose to combine this 

method with dead reckoning as described by (Kothari, 

Kannan, Glasgow, & Bernardine Dias, 2012).  

 

Figure 8. System overview 

 

4.1 Localization 
Fingerprinting is a method of localization using pattern 

recognition as discussed in our related work section. As 

explained by Feng et al. fingerprinting is more accurate 

Figure 7. Interface for seeing user 



then triangulation. For our intended user, accuracy is a high 

priority requirement. Figure 9 shows how the fingerprinting 

process is done. 

First there is an off-line phase, in which a location finger-

print database is constructed. Each entry in the database is a 

mapping between a position and a location fingerprint (e.g. 

doorway, wall). This off-line phase is the training phase for 

the system. Each map will first have to be divided into 

grids. Each cell in this grid contains information about the 

location which creates decision points (fingerprints). These 

decision points are then taken into consideration while 

planning the path to the desired destination. This is the real-

time phase. 

With the map and position of resources such as elevators 

known, a path can be calculated, using Dijkstra’s algorithm 

for ShortestPath. Dijkstra (Dijkstra, 1959) has created this 

algorithm in 1959, but it is still widely used for navigation-

al purposes. We will also use this algorithm in our system.  

A query has to be done for the right map. Building maps, 

inertial navigation systems using accelerometers and gyro-

scopes already present in the mobile phone and Wi-Fi spots 

are used to get the location of the user and the appropriate 

map. The map is then downloaded.  

4.2 Maps 
The following step is to process the map data. This is where 

the layered maps will be. We propose to use thermal cam-

eras to flag crowded areas (Abuarafah, Khozium, & 

AbdRabou, 2013). Thermography represents the electro-

magnetic radiation of an object. The amount of radiation 

emitted by an object increases with temperature. Therefore 

thermography allows us to see variation in temperature. 

When viewed through a thermal imaging camera warm 

objects stand out well against cooler backgrounds. Humans 

and other warm-blooded animals become easily visible 

against the environment day or night.  

 

10. Thermal camera image 

The system monitors and estimates the density of a crowd 

in real time using infrared thermal video sequences. This 

technique consists of three steps: (1) Analyzes video se-

quences captured by a thermal camera (for example FLIR 

Camera); (2) Calculates the occupied area of land in the 

captures screens; and (3) Calculates the crowd density. The 

camera output will be continuously analyzed in real-time to 

always have an accurate image of the crowded areas. 

4.3 Path Planning 
After the user selects the destination (Figure 8. Step 4) the 

collected data from the thermal cameras can be layered on 

the fingerprint map, and used as a parameter in the Dijkstra 

algorithm (Figure 8. Step 5). Also, the location of different 

resources can be used as parameters in the algorithm. This 

is done by adding weight to different nodes such as eleva-

tors, walls, doors, and other objects in the location. This 

weight can be considered in the algorithm. We add these 

different weights to the parameters because the shortest 

path is not always the best path.  

 
Figure 11. Shortest Path 

Take for example the situation in Figure 11 (Fallah, 

Apostolopoulos, Bekris, & Folmer, 2012). For a blind per-

son, it feels safer to walk next to walls, they give a sense of 

location and direction, both very important points for our 

intended user. Therefore, walking into an open space is not 

the safest path to a location for a blind person, even though 

it might be the shortest. 

 

The algorithm will make a decision about the route each 

time a decision point is reached. In Figure 12, this is shown 

Figure 9. Fingerprinting (Figure 3 from Feng et al)  



as yellow stars (landmarks). These landmarks can be cor-

ners, elevators, doors, extremely crowded areas, large open 

spaces, etc. This decision is then compared to a database 

with possible decisions, and output to the user by either text 

or audio. With the algorithm, the shortest and best path is 

calculated, where each decision point generate directions 

based on the decision made. This needs to be converted 

from text to audio, which is output to the user, if audio 

feedback is turned on. We will expand on this part of the 

system further along this chapter. 

 

Our system can be used with audio input as well as text 

input, therefore the box Audio input in Figure 12 can be 

changed for Text input. In that case, the step to generate 

Text from audio can be skipped. 

 

4.4 Representation 
For the audio input, there has to be voice recognition. We 

choose to use the open source voice engine Julius for this. 

Julius is a complete voice engine. The system Julius works 

as follows (Figure 13. Overview of Julius) (Lee & 

Kawahara, 2009).   

 

From the voice input, text has to be generated. This comes 

from an audio file, which is provided from the microphone 

in the mobile phone as the user speaks his commands or 

query. Julius converts this audio input to text files using a 

language model and an acoustic model. The acoustic model 

we propose to use is VoxForge4. This is also open source 

software. To create a language model, we can use the SRI 

Language Modeling Toolkit (SRILM)5. This open source 

software is free to use in any non-profit purpose.  

 

In order to have little troubles translating the user’s com-

mands to text, we will use a controlled vocabulary for the 

available commands. This might lead to a shorter learning 

curve for the speech recognition system. For example, for 

the system to start navigating, the user simply states “Start 

Navigation”. 

For audio output, a different type of system is needed. Here 

we will use a Text-to-Speech system (TTS-system). There 

are many TTS-systems available. A TTS-system basically 

transfers normal language text files to audio files by con-

catenating prerecorded speech from a database.  

A database with prerecorded speech is needed for this step. 

These recordings will come from a controlled vocabulary. 

The TTS-system will turn the text from the directions to 

audio for the user (Figure 14. Text-to-Speech). The system 

we propose to use for this process is eSpeak6. 

For storing all necessary information to use the system, a 

server is needed. This server contains all the map and fin-

gerprint information but also all speech-related information 

such as command list, controlled vocabulary and spoken 

directions. The application will need local storage as well, 

to store the user’s preferences and destinations.  

 

5  DISCUSSION AND CONCLUSION 
We have had many different ideas of how the system’s 

interaction should work, what system components to use, 

and what would be better design decisions. For example the 

                                                                 

4 VoxForge: open source acoustic model. Additional information 

can be found on http://www.voxforge.org/nl.   

5 SIRLM: open source language model. Additional information 

about SRILM can be found on 

http://www.speech.sri.com/projects/srilm/  

6 eSpeak: open source Text-to-Speech system, available in multi-

ple languages. Additional information about eSpeak can be 

found on http://espeak.sourceforge.net/  

Figure 14. Text-to-Speech  

Figure 12. System input and output  

Figure 13. Overview of Julius (Figure 1 from Lee et al.) 

http://www.voxforge.org/nl
http://www.speech.sri.com/projects/srilm/
http://espeak.sourceforge.net/


choice of having visuals on screen for a blind person. Of 

course, the blind person cannot see this, and it should not 

be present “in case of” getting lost and needing help from a 

seeing person. However, it is a very good possibility that 

people will use the app while in a group. This is shown by 

the research done by Bouwer et al (2013). Also, the design 

of iDocent by Stein et al. and later Guotana et al. has inter-

faces for other users then the originally intended user. The 

question for us was if the intended user alone should dictate 

the entire look of the application or not, especially if this 

intended user is visually impaired and cannot see the inter-

face. In our case there are two different interfaces since 

there will be seeing and non-seeing users. 

Another issue is that we feel that there has not been done 

enough research on the specific requirements for our in-

tended target group. While discussing the needs assessment 

done by Burigat et al (2012), the question arose if these 

needs are very specific for impaired students, or for any 

impaired person. We believe more research is needed to 

make this and specific requirements clear, the research 

done by Burigat et al is perhaps too generic for our purpose 

and does not lead to a specific enough requirements list.  

As stated by Emiliani et al. (2005), it is important to in-

volve user representatives into shaping the design. Involv-

ing them will ensure the system meets the specific needs of 

(visually) impaired students. It is easier to state require-

ments and make sure the application has higher usability. 

Since we have not done any research on the user’s needs 

besides looking at the research already done by Burigat et 

al., we believe the testing phase should be the place where 

we ask the potential users for their experiences with and 

expectations of the application. 

The question of whether or not the users would become too 

dependent on the system, and would perhaps withdraw 

themselves from social interaction because they can use the 

application for guidance is also an important one. We be-

lieve this should not be the case. Of course there will be 

some dependency on the system for providing directions, 

but this does not have to mean withdrawing from social 

interaction. One of our main goals is to make the user feel 

more confident while navigation campus grounds by him- 

or herself. The application would ensure they can do this 

without additional help, but this does not mean all other 

social interaction is rejected simultaneously. 

Something that is not yet present in our system, but would 

be a good addition in our opinion, is to automatically gen-

erate altered routes when encountering broken down eleva-

tors. Elevators send out information about their state to a 

server. The information from this server could be imple-

mented in our system, thus avoiding broken down eleva-

tors, or automatically altering a route when an elevator 

breaks down while already navigating towards this eleva-

tor. There would have to be audio feedback explaining the 

sudden change of course with regard to the directions. At 

the moment the system is designed as such that the user has 

to ask for a new route when encountering obstacles. 

Another addition could be software for sign language. This 

would not per se heighten the ambient intelligence of the 

system, but would add to the accessibility. This software is 

available, as KPN, a large Dutch telecom party, will im-

plement this Total Conversation concept7 in 20138. By 

making the application usable via sign language, a whole 

new group of users could be reached; i.e. hard hearing and 

deaf users. Although one could question the actual benefits 

of this, since most deaf or hard hearing users can see, and 

could thus use the application as is. 

Choosing the right localization technique for our purpose 

has proven to be very difficult. We have altered our ideas 

from using dead reckoning and triangulation, to the more 

accurate fingerprinting in combination with dead reckon-

ing. We eventually based our decision on which technique 

to use on findings in the research of Fallah et al (2012) and 

more detailed explanations about fingerprinting from Ko-

thari et al (2012).  

Adding the thermal cameras to our system might seem like 

an ad hoc decision, since we have been focusing mainly on 

“cheaper” alternatives for our system. While thermal cam-

eras can be very expensive, we believe that for our intended 

user group, they can provide essential information in order 

to create a ‘best’ route. These user specific needs, are very 

important in creating a system to make sure that it will 

actually be used. Since crowded areas  in university build-

ings are mostly dependent on peak hours, for example be-

tween classes or lunch hour, the thermal cameras can be 

thus programmed that the use is optimized. 

While conceptualizing our system, we have not paid much 

attention to constraints such as costs. We have tried to look 

for open source systems to use in our system, where possi-

ble, but further than that, we have not. Of course, when 

actually building a system, this can be an important and 

often deciding factor in designing. The used techniques and 

implemented systems in our proposed system are decided 

upon based on functionality, and whether or not it fit our 

needs. When adding cost as a factor, these decisions might 

need to be looked at again, and perhaps made anew. 

All the objects we want to assign weight to for our path 

planning module,  need to be saved in our system. For 

fingerprinting, large storage is needed. Users can save their 

visited destinations, this information needs to be stored. 

Spoken commands need to be stored for giving the route 

description and all text available in the system. All this 

                                                                 

7http://www.itu.int/en/ITU-

T/studygroups/com16/accessibility/Pages/conversation.aspx  

8 http://www.dovennieuws.nl/index.php/nieuws/binnenland/1001-

kpn-brengt-total-conversation-dienst-voor-doven-in-h2 (Dutch 

article) 

http://www.itu.int/en/ITU-T/studygroups/com16/accessibility/Pages/conversation.aspx
http://www.itu.int/en/ITU-T/studygroups/com16/accessibility/Pages/conversation.aspx
http://www.dovennieuws.nl/index.php/nieuws/binnenland/1001-kpn-brengt-total-conversation-dienst-voor-doven-in-h2
http://www.dovennieuws.nl/index.php/nieuws/binnenland/1001-kpn-brengt-total-conversation-dienst-voor-doven-in-h2


needed storage facility can be a constraint for our system. 

When collecting data from large databases, the system 

could get slower than intended. Also the more storage is 

needed, the larger the application gets. The solution we 

proposed for this is implementing a server on which the 

data is saved, and then collect it from there, instead of us-

ing only locally saved data. Since certain information is 

dependent on the specific user, this information needs to be 

stored locally; i.e. saved destinations and preferences. 

For our final project presentation9 we have built an inter-

face mock-up, or demo, which showed the interfaces a 

seeing user as well as a non-seeing person would encounter 

while using eyeWalkie. While our feedback came only from 

people with normal to good vision, the feedback was use-

ful. Remarks were made about the volume of the spoken 

guidance in the application, which was fairly low for a 

crowded and noisy area. It would perhaps take too much 

concentration to focus on the spoken guidance, thus taking 

away the user’s ability to focus on other things. The in-

phone microphone picks up these background noises, there-

fore the speech recognition software needs to consider 

these as well. 

In response to the demo it was stated that going through the 

preferences screens every time the application is used is not 

very user-friendly. This remark could easily be countered 

by explaining that the preferences have to be set only one 

time.  

5.1 Conclusion and Future Work 
Our proposed system has the potential to be very useful for 

the intended user. The techniques and systems discussed in 

relation with the system are, in our opinion, the best choic-

es for the system.  

As shown above, our current approach leaves room for 

future work. Since we only conceptualized our system, this 

concept can be used by others to actually build the system. 

A prototype should be made to experiment with in for ex-

ample the University of Amsterdam, using the intended 

user group as test subjects. A needs assessment after this 

testing phase should render any additional needs which can 

then be implemented into the final system design. Even in 

the showing of our interface mock-up, several remarks 

were made that need to be taken into consideration in future 

prototype(s). After the initial testing with a prototype in 

University of Amsterdam, the system could be extended to 

other universities. 

More ambient intelligence could be implemented in the 

system; i.e. using information available from machines that 

are present in the environment, such as the state of eleva-

tors, coffee machines, Xerox machines etc. The possibili-

ties here should be researched and if possible implemented 

in future versions of the system. 

                                                                 

9 Poster from the final presentation can be found in Appendix B 

Finally, the addition of sign language software to broaden 

the accessibility of the system is worth investigating. 

In short, future work could consist of the following points: 

 Build and test prototype 

 Add any eventual requirements after the test phase 

 Add more ambience intelligent options 

 Extend the accessibility 

 Enrol in bigger or other environments 
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